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1 Introduction

In recent years, research in parsing has extended in severalnew directions. One of
these directions is concerned with parsing languages otherthan English. Treebanks
have become available for many European languages, but alsofor Arabic, Chinese,
or Japanese. However, it was shown that parsing results on these treebanks depend
on the types of treebank annotations used [8, 9]. Another direction in parsing re-
search is the development of dependency parsers. Dependency parsing profits from
the non-hierarchical nature of dependency relations, thuslexical information can
be included in the parsing process in a much more natural way.Especially ma-
chine learning based approaches are very successful (cf. e.g. [12, 13]). The results
achieved by these dependency parsers are very competitive although comparisons
are difficult because of the differences in annotation. For English, the Penn Tree-
bank [11] has been converted to dependencies. For this version, Nivre et al. [14]
report an accuracy rate of 86.3%, as compared to an F-score of92.1 for Charniak’s
parser [1]. The Penn Chinese Treebank [19] is also availablein a constituent and
a dependency representations. The best results reported for parsing experiments
with this treebank give an F-score of 81.8 for the constituent version [2] and 79.8%
accuracy for the dependency version [14]. The general trendin comparisons be-
tween constituent and dependency parsers is that the dependency parser performs
slightly worse than the constituent parser. The only exception occurs for German,
where F-scores for constituent plus grammatical function parses range between
51.4 and 75.3, depending on the treebank, NEGRA [17] or TüBa-D/Z [18]. The
dependency parser based on a converted version of Tüba-D/Z, in contrast, reached
an accuracy of 83.4% [14], i.e. 12 percent points better thanthe best constituent
analysis including grammatical functions.



In this paper, we will examine reasons for this difference inquality in pars-
ing German that was found previously. Our hypothesis is thatthe dependency
parser is capable of analyzing especially long-distance relationships and coordina-
tion phenomena better. In order to validate our hypothesis,we selected samples
of sentences displaying the above mentioned phenomena, parsed them with a con-
stituent parser and a dependency parser, and conducted an error analysis for the
two versions. For this experiment, we used the TüBa-D/Z treebank, LoPar [16]
as constituent parser, and MaltParser [14] as dependency parser. In the following
sections, we will first provide a short overview of the annotation scheme used for
TüBa-D/Z and the dependency version of the treebank. Then we will describe the
experimental setup and the results from these experiments and draw our conclu-
sions.

2 The Two Versions of the Treebank T̈uBa-D/Z

2.1 The Constituent Treebank

TüBa-D/Z in its original form is a constituency-based treebank enriched with
function-argument structure. The treebank is based on the German newspaper, ’die
tageszeitung’. The version that was used for the experiments comprised 22 000
sentences1. The TüBa-D/Z annotation scheme distinguishes four levels of syntac-
tic constituency: the lexical level, the phrasal level, thelevel of topological fields,
and the clausal level. The primary ordering principle of a clause is the inventory
of topological fields, which characterize the word order regularities among dif-
ferent clause types of German, and which are widely acceptedamong descriptive
linguists of German (cf. e.g. [3, 5]). The TüBa-D/Z annotation relies on a context-
free backbone (i.e. proper trees without crossing branches) of phrase structure
combined with edge labels that specify the grammatical functions of constituents.
The annotation scheme of the TüBa-D/Z is described in more detail in [18].

(1) Der
The

Autokonvoi
car convoy

mit
with

den
the

Probenbesuchern
rehearsal visitors

fährt
goes

eine
a

Straße
street

entlang,
along,

die
which

noch
even

heute
today

Lagerstraße
Lagerstraße

heißt
is called.

’The convoy of the rehearsal visitors’ cars goes along a street that is still called
Lagerstraße.’

Figure 1 shows a typical example from TüBa-D/Z, for sentence (1). The POS
annotation is based on the STTS tagset [15]; it is shown underthe words. Syn-
tactic categories are annotated as nodes, grammatical functions as edges shown as

1In the meantime, a new release was made available with 27 000 sentences.
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Figure 1: A sample tree from the TüBa-D/Z treebank.

square boxes. The noun phraseDer Autokonvoi mit den Probenbesuchernis the
subject (ON), the noun phraseeine Straßethe accusative object (OA) of the main
clause. The relative clause consists of the relative pronoun as the subject, an adver-
bial phrase that modifies the verb (V-MOD) and the predicate noun phrase (PRED).
The relative clause modifies the accusative object of the main clause, this is ex-
pressed by the labelOA-MOD rather than by a crossing branch. In addition to the
constituents and the grammatical functions, the sentence is grouped into topolog-
ical fields: The main verb constitutes the head (HD) of the sentence, the subject
is placed in the initial field (VF), the accusative object constitutes the middle field
(MF), the verbal particle is placed in the verb complex (VC), and the relative clause
in the final field (NF).

2.2 The Dependency Version

The constituent treebank described above has been converted into dependencies.
The target dependency annotation is based on the annotationused for the Con-
straint Dependency Parser [4]. The transformation is basedon the grammatical
function information and heuristics in such cases where theconstituent annotation
does not provide enough evidence. The two phenomena that areof most interest
for our study are long-distance relationships and coordination. Long-distance rela-
tionships, marked by specific functional labels in the constituent tree, are converted
into non-projective dependencies. The dependency annotation for the sentence in
Figure 1 is shown in Figure 2. Note that the extraposed relative clause is now
directly dependent on the nounStraße.

In coordinations, the first conjunct is treated as the head ofthe coordination,
the conjunction is dependent on the first conjunct, and the second conjunct on
the coordination. Sentence (2) gives an example of a coordinated noun phrase.
The constituent annotation is shown in Figure 3, the dependency representation in



Der Autokonvoi mit den Probenbesuchern fährt eine Straße entlang, die noch heute Lagerstr. heißt.
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Figure 2: The dependency representation of the tree in Figure 1. The street name
is shortened for representational purposes.
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Figure 3: A sentence containing a coordinated noun phrase.

Figure 4.

(2) Die
The

31jährige
31 year old

Gewerkschaftsmitarbeiterin
union member

und
and

ausgebildete
trained

Industriekauffrau
industrial clerk
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from

Oldenburg
Oldenburg

bereitet
prepares

nun
now

ihre
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erste
first

eigene
own

CD
CD

vor.
part.

’The 31 year old union member and trained industrial clerk from Oldenburg now
prepares her first CD.’

3 The Parsing Experiment

Our hypothesis is that the difference in parsing results is,among other reasons,
due to the better handling of coordination and long-distance phenomena in depen-
dency parsing. For this reason, we concentrated the evaluation on samples from the
treebank which contain such phenomena. We considered the following phenom-
ena: For long-distance phenomena, we concentrated on different types of fronted
modifiers and on a comparison of extraposed relative clausesand adjacent relative
clauses. For coordination, different types of coordination were chosen: phrasal co-
ordination, clause coordination, topological field coordination, and asymmetrical
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Figure 4: The dependency representation of the (shortened)sentence (2).

coordination.
For the experiments, a 10-fold cross-validation setup was used, and the parsers

had access to the gold POS tags for the words. From the parsers’ outputs, we then
extracted a predefined set of sentences for evaluation from both the constituent
parses and the dependency parses. Thus, for each sentence, both analyses were
compared. For evaluation, these parsed sentences were grouped into the following
groups: 1) correctly parsed, 2) wrong attachment site, 3) wrong label, 4) wrong
boundaries, and 5) no parse. The first group contains sentences that were parsed
correctly concerning the phenomenon in question. Thus, a sentence containing an
extraposed relative clause was considered correct if the relative clause was grouped
with the correct boundaries and the correct label, and if it was attached to the cor-
rect constituent or word. Whether the parse contained mistakes concerning the
internal structure of the relative clause has no effect on the evaluation. The sec-
ond group contains sentences for which the parser found the correct boundaries
and labels but attached the constituent to the wrong constituent in the tree or to
the wrong word in the dependency graph. The third group contains sentences
where the constituent or dependency under inspection received the wrong label.
If the constituents were recognized with an incorrect yield, they are assigned to the
fourth group. And if the constituent or dependency is missing completely or if the
sentences did not receive any parse, the sentence is assigned to the fifth group.

4 Results

This section presents results from the evaluation of the phenomena listed in the
previous section. The figures in this evaluation, however, must be interpreted in the
light of the selection process. We have consciously selected sentences containing
phenomena that are notoriously difficult for parsers to analyze. Additionally, these
sentences are extracted from newspaper text so that they often exhibit a complex
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Figure 5: A long-distance relationship involving a frontedmodifier (OA-MOD) of
the accusative object (OA).

structure apart from the phenomena that are under investigation in this study. Thus,
the following evaluation does in no way give any insight intothe overall quality of
the parsers.

4.1 Fronted Modifiers

In German main clauses, there is the restriction that exactly one constituent occurs
in front of the finite verb, i.e. in the initial field. This constituent is the subject
in approximately 50% of the cases. There are, however, also cases, in which the
initial field is occupied by a modifier of one of the constituents in the middle field.
An example for such a sentence is given in (3), the constituent analysis is shown in
Figure 5.

(3) Statt
Instead

der
of the

derzeitigen
present

22
22

Prozent
percent

für
for

Sozialversicherungsabgaben
social security contributions

sollen
should

die
the

Arbeitgeber
employers

wieder
again

22
22

Prozent
percent

Pauschalsteuer
lump-sum tax

zahlen.
pay.

’Instead of paying 22 percent for social benefits, the employers are to pay 22 percent
as a general tax.’

For this evaluation, we selected sentences whose initial fields are occupied by
modifiers that modify different constituents in the middle field. We selected 10 sen-
tences each that modify the subject (ON) and the accusative object (OA). For modi-
fiers of other constituents, all occurrences in the treebankwere used: modifiers of
the dative object (OD; 2 sentences), of the predicate (PRED; 6 sentences), and of
another modifier (MOD; 6 sentences). The results of this evaluation are shown in
Table 1. For parsers, the major problem in the analysis of such fronted constituents
is the decision which constituents they modify. Both parsers made the majority of
their errors in this category. It is, however, clear that thedependency parser parsed



modifier rep. corr. wr. attach. wr. label wr. bound. no parse
ON-MOD const. 0 9 0 0 1

dep. 3 7 0 0 0
OA-MOD const. 0 9 1 0 0

dep. 0 9 0 0 1
OD-MOD const. 0 2 0 0 0

dep. 0 2 0 0 0
PRED-MOD const. 0 6 0 0 0

dep. 4 2 0 0 0
MOD-MOD const. 1 4 0 0 1

dep. 4 2 0 0 0

Table 1: The evaluation of fronted modifiers.

nearly one third of these fronted constituents correctly while the constituent parser
succeeded in only one case.

4.2 Relative Clauses

In German, relative clauses can be attached directly to the noun phrase that they
modify, or they can be extraposed, resulting in a long-distance relationship. As
described above, this is annotated via a special functionallabel in the constituent
representation. In the dependency annotation, this relationship is annotated via
a non-projective dependency. An example for such a relativeclause is given in
Figures 1 and 2. For the present evaluation, we selected 20 sentences for each
type of relative clauses. The results of this evaluation areshown in Table 2. These
results show, as expected, that relative clauses that are attached directly to the noun
phrase can be recognized more reliably. The constituent parser correctly groups
6 of these relative clauses, the dependency parser 12. However, if the parsers
do not analyze the relative clauses correctly, the errors that they make are rather
severe. For 6 more sentences, the constituent parser eitherdid not produce any
parse or a parse which contained no relative clause. For sentence (4), the verb
of the relative clause was analyzed as the verb complex of themain clause, and
the three phrasesan dem, Max Daniel, andProfessorwere grouped into a single
prepositional phrase. The dependency parser analyzed the relative clause correctly
but attached it to the nounGesang.



adjacent rel. cl. extraposed rel. cl.
error type const. dep. const. dep.
correct 6 12 0 9
wrong attachment 1 4 0 4
wrong label 3 0 18 7
wrong boundaries 4 1 1 0
no parse 6 3 1 0

Table 2: The evaluation of relative clauses.

(4) Renato
Renato

Mismetti
Mismetti

hat
has

zunächst
at first

Psychologie
psychology

studiert
studied

und
and

dann
then

Gesang
voice

an
at

der
the

Universität
University

Uberlandia
Uberlandia

in
in

Brasilien,
Brasil,

an
at

der
which

Max
Max

Daniel
Daniel

Professor
professor

für
for

Klavier
piano

ist.
is.

’Renato Mismetti first studied psychology then voice at the University of Uberlandia
in Brasil where Max Daniel is piano professor.’

For the extraposed relative clauses, the constituent parser recognized 18 out of
the 20 examples as subordinate clauses rather than as relative clauses. The remain-
ing two sentences were analyzed in a similar way to example (4), i.e. no clausal
constituent was found. The dependency parser correctly analyzed 9 sentences; for
another 7 sentences, the relative clauses were analyzed correctly, but attached to
the wrong noun or to a verb.

4.3 Coordination

From the many different phenomena involving coordination,we chose a selection,
which covers a range of complexity. We start out with a group of sentences which
contain coordination on the phrasal level, including 10 sentences with noun phrase
coordination (NX) and 10 sentences with adjectival phrase coordination (ADJX).
Then there is a group of 10 sentences involving coordinationon the clause level.
The next group involves the coordination of combinations oftopological fields. In
this case, the node dominating the conjuncts is labeledFKOORD, the conjuncts are
annotated with the edge labelFKONJ in constituent annotation. This group also
contains 10 sententes with a subject gap in the second conjunct. An example for
this phenomenon can be found in (5). Here, the subjecteiner is only present in
the first conjunctkommt einerbut not in the secondstiehlt mir meine Krise. In the
dependency representation, this results in the subject only being dependent on the
first verb.



coord. type rep. corr. wr. attach. wr. label wr. bound. no parse
phrase c. const. 10 0 3 7 0

dep. 12 1 3 4 0
clause c. const. 8 0 0 2 0

dep. 8 0 0 2 0
field c. const. 11 0 0 8 1

dep. 16 0 1 2 1
asymm. c. const. 1 0 1 14 4

dep. 3 0 0 14 3

Table 3: The evaluation of coordination phenomena.

(5) Immer
Always

kommt
comes

einer
someone

und
and

stiehlt
steals

mir
me

meine
my

Krise.
crisis.

’Every time someone comes and steals my crisis.’

The next category contains cases of asymmetrical coordination. In such cases,
the syntactic category dominating the conjuncts in the constituent representation
is the syntactic category of the first conjunct. In (6), the asymmetrical coordina-
tion concerns the noun phrasenur noch Außenministerand the adjectival phrase
nicht mehr gr̈un. In this case, the constituent that dominates the coordination is
annotated as a noun phrase.

(6) Falls
If

die
the

Delegierten
delegates

ihm
him

die
the

Gefolgschaft
allegiance

verweigern,
deny,

wird
is

befürchtet,
feared

daß
that

der
the

grüne
green

Außenminister
foreign minister

nur
only

noch
still

Außenminister
foreign minister

und
and

nicht
no

mehr
more

grün
green

ist.
is.

’If the delegates deny him their allegiance, there is the fear that the green foreign
minister will still be foreign minister but not green anymore.’

The results of this evaluation are shown in Table 3. This table shows that
coordination is equally difficult for both parsers. While phrasal and clausal coordi-
nation can be handled by the parsers fairly reliably, especially asymmetrical cases
are very error-prone. Most of the errors here are due to the attempts of the parsers
to analyze the coordination as symmetrical. The fact that the dependency parser
parsed 16 out of the 20 sentences with field coordination correctly may be a result
of the fact that field information is not explicitly annotated in the dependency trees.
However, it would be wrong to argue that consequently field information should be
deleted from the constituent trees. Previous studies [7, 10] have shown that this
deletion has a detrimental effect on constituent parsing.



5 Conclusion and Future Work

In this study, we investigated the qualitative differencesin constituent and depen-
dency parsing for the German treebank Tüba-D/Z. Our hypothesis is that the de-
pendency parser performs better because it can handle long-distance relationships
and coordination better. The in-depth analysis of parsed sentences which exhibit
these phenomena shows that our assumption is valid. For fronted modifiers, for
extraposed relative clauses, and for different coordination phenomena, the num-
ber of correct analyses of the dependency parser is consistently higher than for
the constituent parser. One explanation for these differences in performance can
be sought in the architecture of the specific dependency parser, MaltParser. This
parser employs a definition of a variable context, which is accessible when deci-
sions are made. When a word is analyzed as a dependent of a previous word, it
is removed from the immediate context, so that the next word moves into the con-
text. However, this can only be a partial explanation since the dependency parser
also performs better in the cases of adjacent relative clauses and of phrase coordi-
nation, two phenomena, which require less context to be analyzed. This leads to
the hypothesis that another important factor is the use of lexical information in the
dependency parser.

For the future, we are planning to repeat the dependency experiments without
giving the parser access to lexical information. If the results are comparable to the
results presented here, we can conclude that the flexible context is more important
than lexical information. Additionally, we would like to extend the experiments
to include also the other German treebank, TIGER, for which there also exists a
dependency version. And we are planning to use different parsers, the MSTParser
[12] and the Stanford parser [6], in order to investigate if the results are due to
the selection of the parsers used in this experiment or whether our hypothesis is
independent of the specific parsing algorithm.
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