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1 Introduction sults presented here, since not only he uses a combi-
nation of supervised and unsupervised learning, but

Prepositional phrase (PP) attachment is one of tH also performs domain adaptation.

major sources for errors in traditional statistical Most of the researchers working on PP attach-
parsers. The reason for that lies in the type of inment seem to be satisfied with a PP attachment sys-
formation necessary for resolving structural ambitem; we have found hardly any work on integrating
guities. For parsing, it is assumed that distributiondhe results of such approaches into actual parsers.
information of parts-of-speech and phrases is suffithe only exceptions are Mehl et al. (1998) and Foth

cient for disambiguation. For PP attachment, in corand Menzel (2006), both working with German data.
trast, lexical information is needed. Mehl et al. report a slight improvement of PP attach-

The problem of PP attachment has sparked mudRent from 475 correct PPs out of 681 PPs for the
original parser to 481 PPs. Foth and Menzel report

interest ever since Hindle and Rooth (1993) formu-

lated the problem in a way that can be easily harf improvement of overall accuracy from 90.7% to
dled by machine learning approaches: In their a )2.2%. Both integrate statistical attachment prefer-

proach, PP attachment is reduced to the decision b%chs into a pa_tﬁs_er. . hether d d
tween noun and verb attachment; and the reIevantF'rSt’ we will investigate whether dependency

information is reduced to the two possible attachparsmg’ which generally uses lexical information,

ment sites (the noun and the verb) and the preposﬁhows the same performance on PP attachment as an
tion of the PP. Brill and Resnik (1994) extended théndependent PP attachment classifier does. Then we

feature set to the now standard 4-tupel also contai?ﬂ‘fi” investigate an approach that allows the integra-

ing the noun inside the PP. Among many publicagon of PP attachment information into the output of

tions on the problem of PP attachment, Volk (2001",Jl parser without having to modify the parser: The re-

2002) describes the only system for German H§U|t5 of an independent PP attachment classifier are

uses a combination of supervised and unsupervis@?}egratefj into the parse _Of a dependency parser for
methods. The supervised method is based on tl%erman In & postprocessing step.

back-off model by Collins and Brooks (1995), the.
unsupervised part consists of heuristics such as "l
there is a support verb construction present, choo3ée data source underlying the experiments re-
verb attachment”. Volk trains his back-off modelported in the present study were extracted from the
on the Negra treebank (Skut et al., 1998) and exribingen treebank of Written German, TuBa-D/Z
tracts frequencies for the heuristics from the "Com¢Telljohann et al., 2005). TuBa-D/Z is a syntacti-
puterzeitung”. The latter also serves as test data setlly annotated corpus consisting of newspaper arti-
Consequently, it is difficult to compare Volk’s re- cles from the German newspaper 'die tageszeitung’
sults to other results for German, including the reftaz). At present, it comprises approximately 27 000

Data
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Figure 1: A sample tree from Tuba-D/Z

sentences, or 470 000 words. Four additional features contain the part-of-speech
For the dependency parsing experiments, the origags for the respective lexical entries (Vtag, N1tag,
inal constituent annotation is converted into deperPtag, N2tag). In addition, the syntactic category of
dencies. Since the constituent annotation contaimél (N1cat) is used. The remaining two features con-
head information on all levels of annotation, the contain the distances (i.e. number of words) between
version is rule-based rather than heuristic. The fedhe preposition and the verlPV|) and the prepo-
exceptions that do not have head information corsition and N1 [PN|). The last field of each vector
cern cases of coordination and appositions. contains the correct attachment site for the respec-
The original tree for sentence (1) is shown in Figtive PP. Following the vast majority of approaches
ure 1, the dependency representation in Figure 2. to PP-attachment in machine learning, the present
study distinguishes only between noun and verb at-

(1) Derodkumenischésottesdienszu Beginn tachments. Note that all PPs that do not clearly at-
Theecumenical service  at beginning tach to a noun are considered to be verb attachments,
der Veranstaltungyeratbeim even though they occasionally modify larger or even
of theevent turnsduring the missing constituents.

Kirchenliedzur turbulentenFarce.

Feature vectors are generated only for PPs in am-
_ _ _ biguous positions, i.e. the syntactic annotation con-
"During the hymn, the ecumenical service alyraints of the treebank allow both attachment deci-
the beginning of the event tumns into a turbusjong. |n sentence (1), for example, only the last PP,
lent farce.” with prepositionzur is ambiguous, and it results in
a feature vector. The first PP precedes the verb, and

The PP attachment experiments are based on in

formation from the constituent version of the tree—S ince it follows an NP in the first position, it unam-

bank. For each PP, 11 features are extracted to buﬁéguously attqches to the NP. The secon_d PP follows
. ) .. "the verb but it does not have a preceding NP, and
the feature vectors: four features contain lexical N3 s attaches to the verb

formation for the verb (V), the noun preceding the '
PP (N1), the preposition of the PP (P) and the core The following guidelines for feature value extrac-

noun of the NP governed by the preposition (N2)tion are applied: The verbal feature values V and

hymn into aturbulent farce.
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Der okumenische Gottesdienst zu Beginn der Veranstalgengt beim Kirchenlied zur turbulenten Farce.

Figure 2: The dependency annotation for sentence (1.)

| eben, VFI N, Prozent, NN, ON, unt er, APPR, Ar nut sgrenze, NN, 9, 6, V

Figure 3: The example instance extracted from sentence (2).

Vtag originate from the main verb of the clause old.
holding the ambiguous PP. The nominal feature val-

head words of the NPs in question. For the valuekhe first two feature values (V and Viag) relate to

sidered. In the case of verb attachment, the maxiN1 and N1tag), the head noun and its POS-tag of
mal NP is extracted, i.e. as long as the NP node ##e complex NFetwa 75 Prozent der 18,5 Millionen
question is dominated by another NP node, the NBUrgerinnen Nepalpreceding the PP are extraced.
considered for N1 is extended to the higher nodd.he syntactic category (N1cat) of this complex NP
In case of noun attachment, the internal NP shards ON (subject).unter is the preposition P with its
its mother NP-node with the PP. The syntactic caté2d APPR (Ptag). Both belong to the ambiguous PP
gory of the NP considered for N1 is extracted as thenter der offiziellen ArbeitsgrenzeThe values for
value of N1cat. N2 and N2tag are obtained from th&/2 and N2tag originate from the lexical healir{(
head of the phrase governed by the PP. In rare casB¥Jtsgrenzeand the respective POS-tag (NN) in the
this phrase is an adjectival or adverbial phrase, rathBiP der offiziellen ArbeitsgrenzeThe distancePV|
than an NP. The prepositional feature values P arld 9 and|PN|is 6. The PP is attached to the verb, as
Ptag originate from the preposition of the PP witHndicated by the class label V in the last field of the
an ambiguous attachment site. The distance featurié&ture vector.
are obtained by counting the number of words be- i
tween P and V or P and N1 respectively. The extracef PP Attachment Experiments
_tion procedure is illustrated for the example sentenge,; the PP attachment experiments, the memory-
in (2). based learner (MBL) TiMBL (Daelemans et al.,
2004) was used. MBL is a supervised machine

(2) Heute[VP [V leben][NP [NP etwa 75 learning approach that stores all training examples

Today live o approx.7>5 in memory and makes new classifications for a new
Prozent][NP der 18,5Millionen example based on thenearest neighbors in mem-
percent  of the18.5million ory. It has been shown that MBL is well-suited for
BirgerinnenNepals]][PP unter[NP der NLP problems where lexical information is impor-
citizens of Nepal  under the tant.

offiziellen Armutsgrenzel]]] . For solving PP-attachment ambiguities, TiMBL
official  poverty threshold stores all available feature vectors in memory. The

'"Approx. 75 % of the 18.5 mio. citizens of format of these feature vectors is described in Sec-
Nepal exist under the official poverty thresh-tion 2. During testing, TiMBL classifies unseen fea-



ture vectors. The task is to predict the correct clas$ Dependency Parsing
label for these new examples. The assigned class la-

bel indicates either verb or noun attachment for thE0r dependency parsing, MALTParser (Nivre, 2006)
PP under investigation. was used. MaltParser is an implementation of deter-

ministic inductive dependency parsing, based on a
memory-based or a Support Vector Machines clas-
sifier.  An extensive study (Nivre et al., 2007)

TiMBL provides several different methods for lo-that tested the parser on 10 different languages
cating thek nearest neighbors in memory. Theshowed that its approach is language-independent
following choices proved to be optimal for PP at-and reaches state-of-the-art results.
tachment in German and for the feature vectors de- The system consists of 3 main parts: Parser,
scribed in Section 2. The algorithm leading to thé>uide, and Learner, which operate in two phases,
best results is IB1, which essentially works like thdraining and parsing. In the training phase, the parser
original k-NN algorithm (Aha et al., 1991), except Proceeds by parsing sentences from the training cor-
that it searches for thenearest distances rather tharPus, extracting a set of features at every step, and
the k nearest neighbors. This means that for eacHoring them as parse instances. From the collec-
distance, all neighbors with the same nearest partiion of parse instances, the learner creates a classi-
ular distance to the new example are selected. THEr model, which is invoked by the parser during the
Overlap Metric was chosen as distance metric. It d&arsing phase.
fines the distance between two vectors as the num-MaltParser supports two parsing algorithms:
ber of mismatching feature values. The weightindNivre’s algorithm (used in the experiments for this
of features according to their relevance was acconstudy) and Covington’s incremental algorithms for
plished by the weighting method GainRatio. Thigion-projective parsing. Nivre’s algorithm is an
method bases feature weights on the entropy of ttglaptation of the standard shift-reduce paradigm,
class distribution. Each feature is assigned a weighnd itlooks at two tokens at a time, deciding whether
according to the difference in uncertainty concernthere is a dependency relation between them. The
ing the class labels with and without knowledge ofnput is represented as a string, and the partially pro-
the feature’s value. These weights are normalizeeessed structures are stored in a stack. At every step
by the entropy of the feature’s values in order tdhe parser applies one of four possible transitions:
avoid an overestimation of features with many valLeft-Arc(r) creates a left dependency relation with
ues. From several different methods for handlinggbel r, such that the current token on the stack is
the class voting procedure, Inverse-Linear Distancg dependent of the next input token. This transition
proved to give the best results. It assigns a weighpops the current token from the stadRight-Arc(r)
of 1 to the nearest neighbor and a weight of 0 to thereates a right dependency relation with lahelch
furthest neighbor. Based on their distances, all oth&hat the next input token is the dependent of the cur-
neighbors receive a linearly scaled weight withirrent token on the stack. This pushes the input token
this interval. With the above combination of pa-onto the stack.Reduces a transition that pops the
rameters and a set of 8 nearest neighbérs @), top item from the stack when the item has been as-
the best overall accuracy of 81.4% correctly attachegigned a head and all depender8hifttakes the next
PPs was achieved. In order to examine the suitabiioken from the input and pushes it onto the stack.
ity of the applied feature set, a backward selection The Guide allows the user to specify which fea-
was performed. Starting with the full feature vectures are to be extracted from the corpus and to be
tors, features are successively removed from the feased in the classifier model. The features are re-
ture set until the results can no longer be improvedtricted to dependency features, part-of-speech fea-
The present study proves that none of the eleven fefawes, and lexical features. For the experiments here,
tures are redundant, i.e. all eliminations lead to a losse use the optimal features for German as described
in attachment accuracy. Thus, the feature set is mim (Nivre et al., 2007): the parser has access to the
imal. POS tags of the current word on the stack and the



POS tags of the next input word, as well as to th86.2% to 86.5%. A closer look at the most frequent
POS tags of the next three words on the stack arndbel that an outgoing dependency from a preposi-
in the input. Additional features are the dependencijon is assigned, PP, shows that the improvement is
types of the current token on the stack, of its left- andtill fairly minor: Accuracy increases from 68.5% to
rightmost dependents, and of the leftmost dependeil.6%. This is only a fraction of the maximal im-
of the input token. The only lexical features used arprovement that could be expected, i.e. the accuracy
the word forms of the top token on the stack and obf the PP attachment experiment, 81.4%. The reason
the input token. why these results are so far below the upper bound
The learner supports a memory-based learnirligs in the fact that the PP attachment in formation
model (TiIMBL, see Section 3) and a Support Vectopnly provides the information on the head of the
Machines model (LIBSVM) (Chang and Lin, 2001)preposition. However, it does not give any indica-
as underlying classifiers. Our experiments use tHen of the type of label that the dependency should
TiMBL model. The following parameter settings be assigned. The proof for this can be found in the
were used: k was set to 5, Modified Difference unlabeled evaluation. Here, the accuracy improves
Value Metric (MVDM) was used as distance metfrom 71.8% to 77.4% for all words with the POS tag
ric down tol=3 (the fall-back distance metric beingAPPR (preposition) and from 69.5% to 75.5% for
the Overlap metric for lower frequencies). MVDM APPRART (preposition + determiner).
is defined as the difference between the conditional Since the results of a postprocessing integration
probabilities of a class given the particular featuréhow only minor improvements, a better solution
values. No additional feature weighting is usedwould be to convert the PP attachment informa-
Class voting was based on Inverse Distance weigHion to a partial dependency annotation and use that

ing. as input for the parser. At present, MALTParser
cannot handle partially annotated input, but Joakim
5 Combining the Results Nivre (p.c.) announced another version of the parser,

which should become available in the near future,
A comparison of the results of the PP attachment exand which will be able to handle such input. Once
periments and the results of the dependency parsgis version is available, we are planning to con-
for PPs shows that there is room for improveduct such preprocessing experiments. Additionally,
ment. For the POS tag APPR for prepositions, unye are planning to compare these results to results
labeled accuracy of the parser reaches 71.8% (fof using the PP attachment information to generate
APPRART, a combination of preposition and deterpartially bracketed input for constituent parsing with
miner, accuracy is 69.5%). The PP attachment mod-oPar (Schmid, 2000). We expect that the improve-
ule, in contrast, assigns PPs to their head with an agent gained from the PP information will be higher
curacy of 81.4%. This difference in results corrobfor constituent parsing since a wrong attachment of-
orates our first hypothesis that general lexical inforten causes several errors in PARSEVAL evaluation,
mation is not sufficient for PP attachment. The besis shown by Carroll and Briscoe (1996) and Kibler
results can be obtained having a specialized moduésd Telljohann (2002), for example.
that uses only a restricted set of features. In order
to combine the results of the two modules, we tested
the simplest approach, i.e. using the results of th@eferences
PP attachment module to correct the output of thBavid Aha, Dennis Kibler, and Marc K. Albert. 1991.
dependency parser. Instance-based learning algorithmilachine Learn-

Since the combination of the PP attachment in- "9 6:37-66.

formation from the classifier and the dependencgric Brill and Philip Resnik. 1994. A rule-based ap-
parses affects only the dependencies of prepositions,proach to prepositional phrase attachment. Pto-
the changes in overall parsing accuracy are neces-ceedings of COLING 9«yoto, Japan.

sarily small. In our experiments, the labeled parsjgnhn carroll and Ted Briscoe. 1996. Apportion-
ing accuracy showed some minor improvement from ing development effort in a probabilistic LR parsing
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